
From ML to foundation models
Ana M. Barragán Montero

20/05/2025

1

Symposium: 
Qu’est-ce que l’IA ? Quels enjeux pour la Recherche ?



From ML to foundation models
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From Bommasani et al. 2022



What is a foundation model?

LLaMA

Also called LLM (Large Language Models) 
when they deal with language only … But many of them multimodal now!



What is a foundation model?
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214 pages!



What is a foundation model?
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“A foundation model is any model that is trained on broad data (generally using self-supervision 
at scale) that can be adapted (e.g., fine-tuned) to a wide range of downstream tasks”

Data

Images

Foundation model Regular (single-task) model

Training DL model

Task

Organ 
segmentation

From Bommasani et al. 2022



What is a foundation model?
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“A foundation model is any model that is trained on broad data (generally using self-supervision 
at scale) that can be adapted (e.g., fine-tuned) to a wide range of downstream tasks”

Data

Images

Foundation model
General AI

Regular (single-task) model
Narrow AI 

Training DL model

Task

Organ 
segmentation

From Bommasani et al. 2022



What is a foundation model?
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“A foundation model is any model that is trained on broad data (generally using self-supervision 
at scale) that can be adapted (e.g., fine-tuned) to a wide range of downstream tasks”

Data

Images

Foundation model
Self-supervised learning

Regular (single-task) model
Supervised learning

Training DL model

From Bommasani et al. 2022



Self-supervision vanilla model
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From Noroozi et al, 2018 “Boosting Self-Supervised 
Learning via Knowledge Transfer”



Self-supervision vanilla model
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Pre-text task: 
Jigsaw reconstruction 

Target task: 
segmentation

From Noroozi et al, 2018 “Boosting Self-Supervised 
Learning via Knowledge Transfer”

Taleb et al., 2020, 3D Self-Supervised Methods for 
Medical Imaging



Self-supervision: transformers (ViT)
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Class

Parotid 

gland

Oral cavity

Spinal cord

Tumor

…

Adapted from Dosovitskiy et al. 2021, “An image is worth 16x16 words”

Image is divided into patches (or tokens)



Towards multimodal self-supervision

11Xiao et al., 2023 “Florence-2: Advancing a Unified Representation for a Variety of Vision Tasks”

Florence-2 architecture, from Azure AI Microsoft



Potential of foundation models
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● Self-supervision – less need of annotated data for the fine-tuned (target) task
● Zero-shot learning (in-context learning)

Classify new, unseen categories without requiring any specific examples of 
those categories during training



Applications in research? 
Examples from the medical field
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SAM (Segment Anything Model)

14

Transformer-based



MedSAM (fine-tune SAM on med. images)
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● 1.5M image-mask pairs
● 10 imaging modalities
● 30 cancer types
● Internal and external task validation
● Open-source github.com/bowang-

lab/MedSAM



MedSAM (fine-tune SAM on med. images)
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● 1.5M image-mask pairs
● 10 imaging modalities
● 30 cancer types
● Internal and external task validation
● Open-source github.com/bowang-

lab/MedSAM

External validation

UNet not really used as current practice in RT:
! bounding boxes in each 2D slice
! one model per image modality (e.g. CT)

Internal validation



UNet versus foundation models
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Synthetic image generation 
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Diffusion model

Text conditioned!



Synthetic image generation 
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Synthetic image generation 
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Synthetic image generation 
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Virtual imaging trials
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AAPM Task Group (TG387)  
Requirements for VIT

Collecting real images (for planning studies, 
clinical trials, etc.) involves:
• High cost
• Time-consuming
• Privacy concerns issues for data sharing

• Diverse and realistic digital patient 
representations, 

• Integration of physics and biology
• Development of robust validation 

frameworks
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Let’s step back and think
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Let’s step back and think
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• Model and dataset size, governance

• Computational & Environmental Costs

• Transparency and reproducibility

• Testing and reliability
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• Transparency and reproducibility
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How much data we need for a FM?
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• Need less annotated data but much more non-

annotated data to reach a good performance

• But probably OK because pre-train only once?



Increasing number of parameters
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https://explodingtopics.com/blog/gpt-parameters

Not possible for small research labs to create 
foundation models, our work will be restricted
on fine-tune these models for our taks



Some examples 2024 / 2025
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*MoE = mixture of experts More at github.com/uncbiag/Awesome-Foundation-Models

Model Creator(s) Type Date Open source Params

LLaMA 4 Meta Multimodal 2025 Yes 400B (MoE)

DeepSeek V3.1 DeepSeek AI Multimodal 2025 Yes 560 B

Phi-4 Microsoft Multimodal 2025 Yes 5.6B

Florence-2 Microsoft Multimodal 2024 Yes 0.8B

Qwen2.5-VL Alibaba Multimodal 2025 Yes 72B

Pixtral Large Mistral AI Multimodal 2024 Yes 124B

Gemini 2.5 Google DeepMind Multimodal 2025 No 128B x 16 (MoE)

GPT-4o OpenAI Multimodal 2024 No 1.8T (MoE)

Claude 3.5 Anthropic Multimodal 2024 No 175B



FM versus classical UNet
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Foundation model
General AI

Regular (single-task) model
Narrow AI 

DL model
3.3M parameters
~ 6M tokens (100 patients) for training set
(100 x 200 slices x 300 tokens pr. slice)

70B parameters
15T tokens for training set

LLaMA 2



Let’s step back and think
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• Model and dataset size, governance

• Computational & Environmental Costs

• Transparency and reproducibility

• Testing and reliability



Computational & Environmental Costs
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Trade-off between performance and sustainability

SAM

(Segment Anything)
MedSAM RT task



Computational & Environmental Costs
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Trade-off between performance and sustainability

SAM

(Segment Anything)
MedSAM RT task

BUT what if we end-up needing 200 UNets for all our-tasks?



Computational & Environmental Costs
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It projects that electricity demand from data centres 

worldwide is set to more than double by 2030 to around 

945 terawatt-hours (TWh), …. AI will be the most significant 

driver of this increase, with electricity demand from AI-

optimised data centres projected to more than quadruple by 

2030.

Before, data centers (e.g. CECI) only 
used by computer science research, 
now they are more and more used by 
researchers in many different fields 
Do we need more investment in data 
centers to keep up innovation?



Let’s step back and think
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• Model and dataset size, governance

• Computational & Environmental Costs

• Transparency and reproducibility

• Testing and reliability



Generic tools for model & data reporting  
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Tool Reference Summary

ML Canvas

L. Dorard, 2015,

https://www.ownml.co/

machine-learning-canvas

Generic and simple template for a model card, 

available in different formats: PDF, Word, html, 

OpenDoc

Model Card Mitchell et al., arXiv 2019

First model card template, by Google. Generic to any 

AI model. Includes model details, train / evaluation 

data, and performance

Factsheets
M. Arnold et al., IBM Journal of 

Research and Development,2019

Collection of relevant information (facts) to promote 

transparency during the creation and deployment of 

an AI model, by IBM

Datasheets Gebru et al., arXiv 2021

First standard for datasets, by Microsoft. Generic to 

any dataset. Includes motivation, composition, 

collection process, cleaning, labelling, uses, 

maintenance, etc.

HuggingFace 

model creator

Ozoani 2022, 

hugginface.co/docs/hub/en/

model-card-annotated

Tool to help operationalize model cards and create 

your own for specific applications
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Format and content choice let to the users -

in order to be generic to any applications
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Tool Reference Summary

CLAIM Mongan et al., Radiology: AI 2020 Checklist for transparency in research papers involving AI in medical imaging

Model Fact Labels Sendak 2020, npj Digital Medicine 1-page with relevant information to support clinicians for AI-based decision making

MINIMAR Hernandez-Boussard, Jamia 2020 Checklist for MINimum Information for Medical AI Reporting

SPIRIT-AI

CONSORT-AI

Cruz Rivera et al. Lancet Digit Health 

2020
Guidelines for clinical trials protocols and reports for interventions involving AI

CLAMP Naqa , Med Phys 2021 Methodology in sufficient detail to allow replication in publications

STARD-AI Sounderajah et al., BMJ Open 2021 AI version of the Standards for Reporting of Diagnostic Accuracy Study checklist

DECIDE-AI Vasey, BMJ 2022 Reporting Checklist for decision support systems (academic)

PRISMA-AI Cacciaman et al., Nat Med 2023 Guidelines for systematic reviews and meta-analysis of AI interventions 

CLEAR Kocak et al., Insights Imaging 2023 CheckList for EvaluAtion of Radiomics research (CLEAR)

TRIPOD+AI Collins et al., BMJ 2024 Reporting of studies that develop a prediction model or evaluate its performance

PROBAST+AI Moons, BMJ 2025 Quality, risk of bias, and applicability assessment for prediction models using AI 

Guidelines for reporting AI research*
*specific to healthcare
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The risk of general statements & wording

● TRIPOD and PROBAST checklist items were 
adapted for AI reporting (Delphi process) 

● 10 articles were scored by 6 co-authors

● For 41 items (out of 61) no statistically 
significant kappa was obtained indicating 
that the level of agreement among 
multiple observers is due to chance alone

● This raises concerns about the applicability 
of such checklists to objectively score 
articles for AI applications

● New checklists should not use subjective 
words nor composite questions.
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The risk of general statements & wording



Let’s step back and think
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• Model and dataset size, governance

• Computational & Environmental Costs

• Transparency and reproducibility

• Testing and reliability (knowing when to trust the AI?)

⮚ Some methods (e.g. ensembling for UQ) can be still applied, but 

not others (e.g. GradCAM for explainability)

⮚ Testing still needs to be done task-specific!

⮚ A lot to be explored! (main research in my opinion in the AI field)
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